ARCC report updated 5-10-06 
David Ferro, Chair 

(David Ferro, report author updated 5/10/06)
This report is to detail to some extent the efforts of the ARCC for the year.

Philosophy of ARCC:

It is the belief of the members of ARCC that they are serving the University by participating in the information technology decision processes that affect WSU and its mission.  The belief is that only by contributing to the discussion can the technology reflect the real needs of the user base – principally the faculty, staff, and students that must use the technology to do their jobs.  I.E. faculty, staff, and students cannot be passive consumers of the technology.  Currently there are a number of locations where IT decisions are being made.  They are detailed below.

The organization of this report:

1. Overview of ARCC activities.

2. ARCC project watch list.

3. Report by the State of IT Advisory group.  (and update 2-9-06)
4. Reports of the IT Open Forum Meetings. 

5. Where are information technology decisions made?

1.0 Overview of ARCC activities
1.1 IT USERS GROUP – This group has been chaired by John Armstrong.  He has created a  webpage and a Listserv email list to discuss IT issues.  Membership at this writing was close to 80.  See http://savi.weber.edu/itgroup.

1.2 Annual Survey – The 2006 survey is currently going out.  Last year’s survey was successful in that over 250 people participated.  Information from that survey was presented to the semi-annual IT retreat and has been used in discussions in numerous meetings.  It also contributed to the creation of the IT Open Forum.

1.3 IT Open Forum – The open forum has created a physical place where issues related to IT can be discussed.  There have been three meetings so far.  The issues raised from prior meetings have created actions items for subsequent meetings.  Reports from IT/CE follow.

1.4 ARCC webpage – The webpage has been updated to be a clearing house of information from ARCC.  It includes links to the IT Users Group, the results from the 2005 annual survey, a link to this year’s survey, and prior winners in ARCC grants including the original .pdf files.

1.5 State of IT Advisory – this ad hoc group including three faculty from ARCC created a report detailing some areas of concern were with IT given the Vista outage of Fall ’05.  The report is below.

1.6 ARCC funding processes – ARCC has streamlined the process of funding by making the process almost completely electronic.  In addition, the funded projects are project-managed through Facilities Management (Jim Cox) if there are electricity and/or construction aspects.  This has resulted in better communicated and managed implementations.  Finally, individuals from IT are consulted for hardware requirements.  We have standardized equipment to the benefit of the projects.  We now have a map of all A/V rooms on campus.
1.7 Participation – The groups that either the chair or other faculty members of ARCC are members of in order to facilitate communication of IT issues are: IT Users Group, IT Open Forum, State of IT Advisory, Online Testing Steering Committee, Online Steering Committee, IT Council, Intellectual Property sub-committee.
1.8 Dee Family Grants – This grant has been added to for this year.  Now $20,000 is available for funding research and education in information technology.

1.9 Creation of Assistant Chair position – The chair (David Ferro) of ARCC has become a member of (or chaired) a number of committees to contribute to two-way conversations.  These committee assignments have proven time-consuming and so he has delegated fiscal operations (ARCC grants) to an assistant chair (Dan Bedford).  

2.0 ARCC Project Watch List
The following projects are either internal to ARCC or being promoted to IT, CE, Faculty Senate, or other bodies.  Many of these ideas came from arc meetings, various affiliated committees, focus groups, the 2005 survey results, individuals soliciting members of ARCC, and open forum discussions.

	PROJECT
	STATUS

	Focus Group: Is there any way we can be assured of more QA on systems before going live?
	

	Focus Group: Push technology for news about systems, maybe phone message.
	There is Vista outage emails but they will clog your mailbox quickly (unless you send to special email just for that – which I do).  We need more examination of a more elegant solution to this.

	Various: Who do you call?  Can 7777 get the question to the right person quickly?
	IT working on a common ticket type system where everyone is notified of the problem and it doesn’t get closed until the problem is resolved  A lot of the problem is that Computing Support has to work with other departments and sometimes the ball gets passed on and doesn’t get dealt with afterwards.  I.E. Potentially solved by new helpdesk software.  Questions on staffing.

	Various: System status on phone should be current and have best guess for when problem is solved
	Potentially solved by new helpdesk software

	Open Forum: Things falling through the cracks.  One gentleman couldn’t print for several months and the technicians couldn’t fix it.  One lady couldn’t get on the internet for several months.  where is the system breaking down where people can have the same problem for months on end and it doesn’t get fixed?  Internal communication in IT is a problem.  


	Potentially solved by new helpdesk software 

	Various: Services up - live and historical (listserv and/or webpage)
	This needs a great deal of work.  The trick is to get the systems translated into services.  However, the Vista approach could still be taken.  If not from IT then externally. At second open forum handout was available for pickup that contained statistics on Network up-time.  

	Forum/Various: What is the Network up-time? Is there an uptime that can be posted every month?  
	Overall, the general network up-time exceeds 94%.  Vista’s up-time is about 89%.  This type of data is difficult to characterize because there are so many factors that go into it.

	Focus Group: Communication idea: fall college retreats
	IT shows up at different retreats now but we don’t have a list of those.

	Focus Group: weber.edu homepage should have link: computer information
	Approved by Shelley Belflower.  Still needs implementation.

	Focus Group/ Survey: Numerous Vista issues.  Email, gradebook, log in screen to vista is also unhelpful for examples.  How are these addressed?
	Many of these issues have been cataloged by Scott Allen and sent to WebCT.  Other approaches are to set up alternative systems.

	Focus Group: Attitudinal issue with how we are helped or told what to do.  like the shut down system, delete my mp3 files, john sohl could be fired for being a server for files and it turns out it was a worm/virus that causes it.  Need service from IT, not just technology
	

	Focus Group: There is too much training as solution?

- no self learning options often
	Vista has added self-training.  There is much more that can be done.

	Various: Banner problems.  Comment: “isn’t there a “non-performance” clause in the software we get (e.g Banner)?”

	This is big.  Right now the ATAC committee is approaching this.  However, I’m not sure how broadly or comprehensively they are looking at the problem so we are including it in the yearly survey.

	Various: .zip and .exe attachments in Groupwise
	Not allowed still

	Various: More Communication: Jim Jacobs and his running into a known flakey DNS and not being warned or told of an alternative.
	

	IT Council: Request Tracker / Help Desk software. Gail Niklason chaired committee.  Where is this?  
	RFP is out.  John Allred gave good input.  $45K likely for this software.

	ARCC: Proposal for modifying the PPM on updating faculty computers every three years.  Would like initial report back by December 1st.  Questions: what would Dean’s positions be?  How would this impact different colleges differently?  Where would funding come from?  Is it a proposal worth putting forth?
	Being researched by Becky Johns

	Open Forum: insta-polls of faculty
	Being done on IT users group page.

	ARCC: IT Users Group
	Created.  Needs to be publicized more.

	ARCC: Open IT meetings on 6th and 12th weeks of every semester.
	Being done

	State of IT advisors
	Report submitted to president.  Followup scheduled for IT Council on Feb 8.  Numerous recommendations.

	ARCC: Possibility of doing a tutorial and “license to drive the internet for faculty”.
	No progress.

	ARCC: Multimedia map of classrooms
	Done.  Bob King completed spring 05

	ARCC: Wireless map of campus
	Gotten a good idea of many holes in campus.  Should be taken care of by 24x7 initiative.

	Various: Open source as viable technological and economic approach to IT platforms and applications
	Working with Clayton Oiler & co.  Now have some Linux boxes working in student labs.  New group looking into open source on campus meets on bi-weekly basis.  Includes L. Fernandez, Tristan Rhodes, Eric Swedin, myself, more…  Two different open source course management systems being examined: sakai, moodle.

	OSC: Assess online instruction
	Debated in Online Steering Comm.  Needs a better approach.  Participation is very low.  Completion rates (completes the course) need to be looked at and gather statistics.  Susan Smith coordinating increasing participation in student evals.

	OTSC: Service learning and research for students through Continuing Ed./IT technical implementations.
	Some work has gone on with technical writing and ChiTester.

	ARCC: Intellectual property rights for online content and more.
	ARCC member Eric Swedin is member of  a PPM revisions subcommittee that will consider revisions to PPM 4-35, 5-41, 5-42 and 5-43.

	ARCC: Scheduling of construction/electrical resources and improve multimedia and wireless implementation. – Kevin Hansen (or subordinate) for project management.
	This has been a great success.  No complaints so far.  I believe they went to outside vendor for electrical.

	ARCC: Look into Center for academic transformation – delivery of instruction at RPI
	ARCC Research

	ARCC: FrontPage Servers
	Still up fortunately.  Networking wants to streamline and sees those as a low-lying fruit.  See my web-options-w-Provost-additions.doc for more info.

	Chair’s Meeting Focus Group: Faculty express concern they are doing a great deal of technical support.
	

	Chair’s Meeting Focus Group: Important for IT staff to reach out to the departments, at the faculty level. IT should avail themselves to attend department meetings where they can meet directly with faculty. Not as effective to schedule a large meeting and expect faculty to just show up.
	This has happened in CE.  Not in IT.

	Chair’s Meeting Focus Group: Consistent multimedia classrooms – faculty should be able to expect to use any multimedia enhanced classroom without special knowledge (password, different DVD software, etc)
	This is being addressed with multimedia and console standards.  

	Individual: Speakers overheating in SS building in new consoles.
	

	Chair’s Meeting Focus Group: Much concern about the short-term; getting through the beginning of the semester without significant problems that could potentially harm enrollments (purge on 8/20 specifically noted). Faculty liked the idea that IT and Enrollment Services would run a ‘test purge’ and analyze the impact before running the production purge
	

	Chair’s Meeting Focus Group: How to close the gap between non-technical faculty and students that come in with high expectations and knowledge (comfortable with) of technology. Also brought up was the need to consider our older, non-traditional students as well.
	Big question.

	Chair’s Meeting Focus Group: The group was mostly in agreement that a IT/CE - academic liaison – an individual who’s main function is to keep the user base perspectives in mind for IT purposes - might best address the issues facing Weber State.  
	Currently, obviously, keeping that perspective is fulfilled by the “volunteer” efforts of some ARCC members and the facilitators of today’s discussion.  Otherwise the role might be fulfilled by individuals who have reached a crisis and find occasionally aggressive means of communicating.  Our goal is to avoid – to the best we can – a critical mass of complaints as the ongoing primary motivating factor for IT decisions reflecting user needs.  The money is likely not available for creating a position such as that proposed.  But, we believe that keeping that thought open as we address academic computing issues for the current year might be helpful.

	Chair’s Meeting Focus Group: What faculty are ultimately looking for is overall confidence that the IT infrastructure is reliable and useable. They like the opportunity to enhance teaching through technology, but don’t want to be caught by surprise by systems that are unavailable and unreliable (email specifically mentioned).
	

	Open Forum: put a link to the IT user’s group on help.weber.edu
	

	Various: E-mail quota based on time rather than quantity
	Survey question to see where faculty/staff are on this.

	Open Forum: Identity management issues as topic for open forum
	Has not been scheduled.

	Open Forum:

Multiple PIDM problem. Students with two W numbers has been a problem.  This creates problems with interacting with Chi Tester, Vista, etc.  Is this solveable for next semester?

· Banner issue with this.  Created when the data was moved/merged.  Some people’s info just didn’t match.  There is a resource dedicated to cleaning up the ones created this way.  Data entry is also a problem.  Automated feeds are also a problem. (e.g. ACT scores)  All schools with Banner are having this problem.  Banner put out a matching program to help with this, but it is causing more problems at other schools that are using it, so we aren’t.  Administrative Computing is working on this issue and solutions to fix it. 

· Students with this problem need to go to Registration

· This might be a fluke, but students with this problem show up in all caps in Vista.
	

	Open Forum:

Concurrent enrollment EdNet class.  Students who show up in Banner correctly, but don’t show up in WebCT, or show up but their course doesn’t show up, etc.  They don’t get assigned a third-party id (WCID).  These are concurrent students: they don’t have e-mail at Weber State, and are entered into the system by someone in CE, not registering themselves, therefore they don’t get WCID’s.  There is a Concurrent meeting next Thursday; will there be a solution by then?  Clayton Anderson would be the one to talk with about this, but what are the challenges and how do they fix it?  Sounds like they are working on the issue, it’s just taking some time.  Having the students create their own WCID on the website only works half the time.  When they do this, their courses don’t show up in Vista.


	

	Open Forum:

When you are in GW and you use the auto-complete with addresses, their info shows up with WAY outdated information.  This info comes from the Novell Directory, which obviously isn’t updated.  How do we synchronize all the directories on campus to get them all correct?  This is on the list of things to do, but about 4th down.
	

	Open Forum:

Some problems with cross-listed classes and sending scores from ChiTester to Vista, the names being the same, etc.  Happens with all cross-listed classes.  How does this get fixed and still have everything be identifiable?  Could these courses be flagged in some way to help be more preventative than reactive with the problem when the new semester comes?
	

	Open Forum: Put out status messages when you log into Web-CT (e.g. the systems was down from this time to this time, and this could have happened or you might be experiencing these problems
	Now being done

	Open Forum: suggestions: what about hiring outside help during the peak problem times?.  Use lesser-trained people to take care of the mundane things and let the highly trained people take care of the big problems that take up most of the time?  Use technology support companies during the peak times?
	met with mixed enthusiasm

	Individual: Vista 4 upgrade 
	Discussed in open forum #3

	Open Forum: What kind of increasing funding is taking place in IT?  For equipment?  For personnel?  A new Sun engineer in Network Management, two new operators.  Equipment is very expensive, new servers needed, servers at Davis.  Salary issues.  Can Weber afford to pay people less than the market and still keep the good ones
	

	Open Forum: Most students are handing in assignments between 9pm and midnight, which is when we don’t have as much coverage.  We need to be staffed well enough that someone answers on the off-times.  Why aren’t the staff getting paid when they come in on off hours to fix problems?
	On call procedures being examined in IT.  New draft as of 2-1-06.

	Open Forum: What about services Mac and Linux more rather than Windows all the time?.
	. There is an initiative attempting to get more people on Macs and Suse Linux.  

. Need more technical support for macs and linux

. The more that support is demanded the more IT will be able to provide it

. Problems with the applications working with Linux or Mac

. Want the Macs to be able to connect to the network drives

	Engage faculty in being concerned with specific IT issues and products.  What do they want from these issues and products that will help them in their teaching and research?
	The danger is that faculty see themselves as consumers and not participants.  How often do you get the chance to design your car so that it meets your needs (within whatever reason that exists)? 

	Open Forum: What is IT looking for from the Faculty?
	According to the CIO – communication, involvement, opinions, understanding, etc.

	Open Forum: access to network drives from off-campus.  what about using a secure FTP?
	


2.1 Going Forward:  Philosophical discussions for IT at WSU articulated by Luke Fernandez:

The imperatives of technology and pedagogy -- university education in the balance.

Is university education being directed by the visions and needs of educators? Are there occasions when the imperatives of  campus I.T. impact the direction of university teaching?  What is the proper balance between these two imperatives? Are we achieving the right balance here at Weber?  How do we balance the imperatives for standardization, centralization, stability and efficiency against those of customization and departmental autonomy?  How much regulation should there be of the campus I.T. commons?

University I.T. revolutions: managing change on campus.

What are the imperatives of I.T. change? What are the imperatives of I.T. stasis? Are we managing change effectively? How rapidly should change occur? What campus cultures support change?  What campus cultures support stasis?  Can we develop formal guidelines for better managing change?  Does the university’s role as a research institution and as a custodian of the past create special change management challenges?

Engaging faculty: faculty as consumers, faculty as strategists.

How can we engage faculty more effectively in developing long term I.T. strategies?  Are faculty merely consumers of I.T. or can they and should they play a greater role in developing long term I.T. strategy?  What are the challenges that discourage faculty from becoming more involved in I.T. decision making?  How can these challenges be redressed?

3.0 Report by the State of IT Advisory group.

 SEQ CHAPTER \h \r 1First Report of the Committee Investigating the 

State of Information Technology at Weber State University (draft 11/29/05)
A sub-committee of our team composed of David Ferro, Rob Hilton, and Eric Swedin formally interviewed six individuals and informally contacted another ten individuals.  We consulted with Steven Welker, the CIO of Questar.  We also consulted technical documentation, earlier reports of consultants, and other internal IT documents.  Our starting point for this review was the Vista outage of early Fall 2005 with a view towards realizing the technical, organizational, and resource issues that played a role in that outage.  We followed the direction that the review offered us to these current preliminary findings, including efforts to communicate with the user base.  We do not dwell on the numerous good practices that IT is engaged in that we obviously support and hope to communicate to a broader audience, nor how IT feels underappreciated.  We mostly focus on short-term realizable recommendations not currently in the 24x7 document.

The Vista Outage:

While the immediate cause of the four day Vista outage was the power to the server room being turned off during an inspection, we found numerous issues to explain why the outage became more than a minor inconvenience.  The post-mortem exercise held after the Vista outage identified most of these errors.  One of our main contributions is to point out that a full backup/recovery database drill was not done after the Vista server environment was clustered in March 2005.  If such a drill had been properly conducted, it would have allowed the worst problem that occurred during the outage to have been identified.

The lack of the SAN and the lack of sufficient storage space was also a significant problem in the events leading up to the outage and recovering from the outage.  The database team, in addition to the work on bringing both Banner and Vista online in the last couple of years, was forced to spend too much of its efforts on just dealing with disk space shortages.

We were also concerned to find that Oracle’s RMAN (Recovery Manager) utility was not being used, over a year after a Vista engineer had recommended that we convert to using the utility.  Industry best practice is to use RMAN.  We recognize that the disk space issues and the contrary advice from an SCT database engineer (the vendor of Banner) inhibited the adoption of RMAN.

We were also concerned at the degree of disagreement among various IT personnel at WSU over the causes and events during the extended Vista outage.  We find these disagreements come from intermittently weak communications, the separation of system administrators and database administrators into separate teams in separate buildings, the lack of appropriate technical training, and a desire to see their own team in the best light.  In addition, emergency incident management processes were mostly non-existent.

The State of IT at WSU:

The four members of the database team at WSU are hard-working and dedicated employees, but are not as strong in their Oracle skills due to a lack of prior training and mentoring opportunities.  This is not surprising, considering the short amount of time that Oracle has been deployed at WSU and how complex Oracle is.

Communications among the various IT teams is not what it should be.  Communications between IT and its customer base is not what is should be.

With our online classes, the increased importance of network availability and email access, and the heavier use of computer systems at WSU, we have reached a point where computer system outages at WSU are simply unacceptable.  For years the IT organization has managed to squeak by with minimal funding and a shortage of staff, but we need to go to a new level of maintaining system uptime.

The recent changes in the network support team this summer--basically doubling its staff, and the new level of competence that we find there--make us optimistic that network outages will be a thing of the past after the new team reorganizes the network.

Many of the problems that we found are already being aggressively addressed by Don Gardner and his organization.  For instance, the SAN has been implemented, alleviating disk space shortage problems.  We should also not forget that while the Vista outage was a difficult time, IT employees quickly recovered other systems and the network from the accidental power cutoff.

Endorsements:

- We support the intentions of the proposed 24x7 initiative that IT is developing: another Sun systems engineer should be hired and two operators hired (this is already in process) and the hardware specified in that report should also be acquired.

- We support the initiatives towards communicating with the user base, including open meetings twice a semester and reviewable action items from those meetings, and the creation of an IT users group.

Recommendations:

1.  We recommend in the strongest terms that a senior Oracle expert be hired as a full-time contractor for six to twelve months to mentor the database team.  This contractor should have greater than seven years of Oracle experience, have strong mentoring skills, extensive experience tuning Oracle on Solaris platforms, documented RMAN skills, proven trouble-shooting skills, and experience in industry best practices of how database teams should be run.  This person should report to Jean and Don.  Estimated cost: $70,000 - 140,000.

2.  The Oracle team should be given sufficient training to certify them as Oracle database administrators (the most trained individual is currently at 8i basic [1-26-06 one member has upgraded from this]).  Team members need released time to study for certifications.  Estimated cost: $15,000 – 35,000 (will likely come out of current IT budget)

3.  The assistant manager in charge of the database team takes too much responsibility on himself, essentially working as “primary” on all Oracle systems, and we think that these responsibilities should be distributed throughout the team.  Estimated cost: NA.

4.  The database team should assume more of the roles of system administrators for the systems that they use, to be more consistent with proven industry practice.  We realize the possible implications towards reorganization of the last two recommendations.  We wonder if there is an auditing problem here.  Estimated cost: NA.   

5.  We recommend that the database team move to using RMAN as soon as possible and implement a rigorous plan for regular, complete, and documented backup/recovery drills.  These drills should not be delayed or cancelled.  Estimated cost: NA.

6.  The phase II network upgrade project should be funded within the next several years (this is partially in process with phase I).  Estimated cost: expensive.

7.  Possible deficiencies in the IT organizational structure is a possible problem and could be the subject of a later report.  Our initial thoughts on this are that the culture of IT needs to be customer-centric and less technology-centric, and we could perhaps restructure to be more customer-oriented.  For example, the responsibility for particular systems could be more vertical and as suggested by the experience of the CIO of Questar, both database and systems responsibilities could fall under a single manager.  Perhaps an industry advisory panel could be created as well.  At every level of IT a renewed focus should be on answering the question “who is my customer?”  The university as a whole needs to support this.  Estimated cost: NA.

8.  Communications between teams within IT should be improved.  While the optimal solution is for all teams to be located with each other, we realize that physical space is a problem.  We believe that as a long term solution, all of IT (and possibly parts of CE) should be co-located.  We understand IT is heading towards this with the construction of the learning center and potential of moving IT to PT.  Estimated cost: unknown.  

9. This team should probably review IT on a semi-annual basis or at least review the results of the above recommendations and concerns.

Future Directions:

We are fully aware that we have only examined part of the state of IT at WSU.  There are a number of areas that this committee could further exam, such as 24x7 support, ID management, organizational structure, the extent of servers and services, and many other critical areas.  We require further guidance if we are to pursue any further reviews.

Subcommittee members: 

David Ferro (Computer Science), Rob Hilton (Computer Science), Eric Swedin (Information Systems & Technologies)

Full Committee members (in addition to Ferro, Hilton, Swedin):

Jean Fruth (IT), Ted McGrath (IT), Gail Niklason (Continuing Education)

3.1 Update of original recommendations 2-9-06
The following update is from the IT Council meeting of 2-8-06.  The head of database wishes to have it recognized that the members of this team making these recommendations does not have the level of experience that she has.
Recommendations:

1.  The hiring of a senior Oracle expert be hired as a full-time.  >>> IT indicates that they do not have the funds for this position.  We stand by this recommendation. 
2.  The Oracle team should be given sufficient training to certify them as Oracle database administrators.  >>> Database reports that one database administrator has received training and certification in 8i.  In addition, training in 9i, 10i has occurred but the team is wisely hesitating to spend time for certification before the new release is in place, currently scheduled for February, 2006.  10g has not been trained for.  Release time will be arranged.  It is unclear which members are trained and which are going for certification.  We hope this will be made clear soon. 
3.  The assistant manager in charge of the database team takes too much responsibility on himself, essentially working as “primary”…  >>> There seems to be some disagreement as to what “primary” means.  In the interview process the assistant manager indicated that he is the final step in any data going live.  We thought this made his job too much of a bottleneck by putting undue pressure on him – although he did not complain about the situation and is admirable for his devotion to WSU.  Apparently, a primary/secondary breakdown exists and its details will be more obvious when it is made available to us.  To put this recommendation in even more perspective it should also be noted that the manager and assistant manager have more managerial experience in db systems than any of the investigators.  They strongly believe the current set-up is adequate.         
4.  The database team should assume more of the roles of system administrators for the systems that they use, to be more consistent with proven industry practice.  >>> It has been suggested (correctly) that having the level of system access we are recommending for the database team is not universal.  To what degree it is not universal would require a fair amount of research.  Recently, the database and system’s teams have reached a more communicative level by meeting regularly every two weeks.  That appears to be working well according to the managers of these two groups.  We have not spoken to team members.   

5.  We recommend that the database team move to using RMAN.  >>> Database continues to move towards RMAN.  RMAN is another technology that is not universally utilized.  However, we are standing by this recommendation. The level of training required for this technology is why we have recommended release time and a consultant.
6.  The phase II network upgrade project should be funded within the next several years (this is partially in process with phase I).  This appears to be going forward.
7.  Possible deficiencies in the IT organizational structure …At every level of IT a renewed focus should be on answering the question “who is my customer?”  >>>There have been three open forums and they are on track for continuing.  This is going a long way to addressing this and the response from IT/CE has been very impressive.
8.  Communications between teams within IT should be improved.   >>> Long-range plan.
9. This team should probably review IT on a semi-annual basis >>> This is currently happening.
3.2 Update of original recommendations 4-10-06

Response from Jean Fruth:

Clarification on #2.  Our DBA's have been training in 8i, 9i, and 10g as well as MS Sqlserver.  Training is ongoing.  When the DBA completes the DBA training series they will be given adequate release time to study for the Oracle Database Administration Professional certification.  In addition, we provide trial test exams to help them prepare for the certification exams.

Mark - attended complete series for Oracle 9i.  Will be attending complete series for Oracle 10g this spring and summer.  Expects to be certified by fall. 

Van - certified Oracle 8i DBA professional.  Has attended Oracle 9i and 10G training.  In early January discovered the exam path from 8i certification to 10g certification was not as expected.  Will sit for 10g certification exam this spring.

David - primary support for MS SQLServer databases.  Recently attended MS SQLSERVER 2005 training in preperation for ChiTester upgrade.   In addition, has attended training in Oracle 9i.

Lucas - attended complete series for Oracle 9i.  Will be attending Oracle 10g classes over the next year.

Jean - attended Oracle 9i classes (but they won't give me the DBA password).

#3   I will ask Mark to send you the DBA system support matrix.

#5  We utilize Oracle's OEM interface for managing the databases.  We are looking forward to the OEM interface with RMAN which is available in Oracle 10g.  We are live with Oracle 10g Application Server however many of our systems are not certified yet with Oracle 10g database.  We will not implement Oracle 10g databases until our vendors have certified their products with the database release.


4.0 Reports of the IT Open Forum Meetings
Open Meetings.  Twice a semester.  Fourth one later Spring semester will focus on Banner.

4.1 NOTES FROM 1st OPEN FORUM (10/26/05)
Dave Ferro moderated the meeting

1. Purpose of Open Forum:
What do we want to get out of this meeting?

· to hear the concerns and listen

· what’s going to be done so the same problems don’t reoccur

· no declining enrollments in online classes next semester

· get communication started between the IT division and the users

· heads-up messages when problems are coming

· on-going dialog between users and suppliers

2. Don Gardner presentation regarding the issues this last Fall

· one weekend of disaster after another

· recovery took 3.5 days after the Fire Marshall incident

· issues have come up related to this that they didn’t know about before and they are being addressed and dealt with already

· IT did not have the new storage area network in place yet, and that was part of the problem

· None of this will ever happen again

· However, unexpected things happen that IT can’t prevent.  As such, better 24x7 support is going to be implemented through new hires and restructuring

3.--Questions:

  Questions have been placed into the ARCC Watch List.

4.2 NOTES FROM 2nd OPEN FORUM (11/30/05)
Dave Ferro moderated again

1. Introduction to IT Users Group.
2. Discussion of 24x7 initiative.

3. WICD, PIDM discussion

4.3 Third meeting held 12pm on Feb 2, 2006.  
Please join David Ferro (chair of ARCC), Don Gardner (WSU CIO), John Armstrong (facilitator of the WSU IT Users' Group), and a number of other IT and CE professionals on campus, to hear updates on current information technology projects. You'll also have an opportunity to voice your opinions, ideas, and concerns regarding IT issues on campus.
1. Review of fall semeseter Chi Tester issues; upgrade plan and timeline.

2. Update on Groupwise.

3. Review of progress towards the 24x7 inititive.
4.4 NOTES FROM 14th OPEN FORUM (4/24/05)

-Introduced John Armstrong as the new chair for next year.

- Reviewed Survey:  (about 150 responders)

General Question answers:

· Dave needs to write survey questions better (:

· Responses are really all over the place

· More people would rather keep GW as it is with a time limit, but size limit was very close behind, so that issue should be addressed further

· How has Banner implementation affected your job?  Not very favorable responses.  How is it affecting University Policy and reassigning of tasks?

· IT should be better funded

· ARCC should be funding computer stuff, not maps, etc.

· Student’s preparation was rated fairly high technology wise regarding classes

· Highest ratings on question 14 were technology failures at the school and no problems at all

· Low hour usage on Vista

· People who do use online testing do it fairly regularly across the board

· Most people are fairly confident in IT’s ability to help them with their jobs

· IT User’s Group usage experience was neutral

· IT Open Forum experiences were either positive or neutral

· Science was the biggest respondent to the survey, followed by other

· Faculty had more responses, then full-time staff

Written answers discussion:

· One of the main issues it seems with faculty is the extra work load they have because of Banner with no reduction in their other work load.

· What do implementations mean for the entire university’s work load?

· The focus has been on implementing Banner, now the Lynx team is focusing on:  streamlining business processes, improve campus decision making based on statistical information, what enhancements do we need to make.

· How implementing these things impacts faculty time needs to be taken into account.  At the same time, that feedback needs to be given to the correct department.  IT serves the customers (e.g. payroll, accounting, registrar’s office, etc) and those customers need to be told if there are issues.

· What about putting department chairs on some of these committees? (ATAC, Lynx User’s Group, etc.)  A lot of times it’s the department heads or secretaries that know about the problems, not particularly the faculty so their input needs to be in administrative decisions.

· If faculty know who to contact in the departments to complain that would be helpful.  (e.g. if you are having trouble with Accounting things contact so and so, if you are having trouble with Registering, contact so and so)  Put it in the IT newsletter about who they can contact for feedback.

· Aren’t we centralizing information in 74 different places?  We need one web page where people can go for all this.

· Can we get survey questions to pop up on the faculty/staff portal so we can make it more frequent? (maybe in place of the pictures?)

· Need to advertise the IT Open Meetings at the beginning of the semester so people can schedule them in advance.

· A lot of people still have problems with WebCT (the new interface will be better)

· Is there any way to sort the responses by demographics?

· wsuonline.weber.edu/faculty/training (can find a couple of classes that you can go through)

Survey results put on faculty.weber.edu/arcc
5.0 Where are Information Technology decisions being made at WSU?
Decisions are made in IT and CE.  They are made at the executive level.  But there are a number of committees that have representatives from across campus.  This is an overview of those committees that cross the ARCC path.  This list is not exhaustive.  One of the most important decisions this past year came from the University Planning Committee to fund the IT 24x7 initiative.  That committee does have faculty representation in the chair of the faculty senate executive committee (Bruce Handley.  Many one on one discussions take place between the chair of ARCC and members of IT/CE.  Many ad hoc committees come into existence that benefit from members of ARCC that have technical knowledge.  The recent hiring committee for the head of IT services included two members of ARCC.  The current hiring committee for Sun expert (funded by the 24x7 initiative and a direct result of the post-mortem on the Fall Vista outage) includes a member of the ARCC and State of IT Advisors.  After the list below will be a breakdown of IT and CE.  
Online Testing Steering Committee (OTSC) – 

Examine technical issues related to providing online testing, principally ChiTester but also examines alternatives.  It is driven mostly by Academic Support Services & Programs (ASSP).  Has two faculty reps.  Meets last Thursday of every month.

Membership:

Craig Gundy [asst dean health], David Ferro [ARCC rep], Richard Alston [ChiTester owner], Don Gardner [CIO], Allen Lore [health professions], Dave Taylor [ASSP student affairs webmaster], Brandon Kennedy [ASSP technology specialist student labs], Carl Porter [ASSP Exc director], Jeffery Livingston [Professor in Business], Gail Niklason [Dir. of Online Education], Jill Kingsford [secretary in CE], Luke Fernandez [CE, asst manager of program and tech development], Jeff Willden [CE, Online Education programmer], Matthew Nelson [CE Online Education administrator], Laird Hartman [CE dean], Scott Allen [CE, Vista administrator], Sharon Bowman [CE proctor administrator], Prasanna Ready [ASSP director], Tracey Smith [ASSP Testing coordinator]
Online (Vista) Steering Committee –

Examines issues related to online courses (Vista) but also accommodates online testing issues.  It is driven mostly from Continuing Education (CE).  Has three faculty reps.  They meet first Tuesday morning every month.

Membership:

Laird Hartman [chair], Craig Oberg [faculty rep], Dale Ostlie [dean], David Ferro [arcc rep], Jean Fruth [director, database], Ted McGrath [networking/systems], Jim Hutchins [provost office], Marie Kotter [faculty rep], Brian Steklein [CE], Clayton Anderson [CE], Debbie Hansen [CE], Gail Niklason [CE], Luke Fernandez [CE], Scott Allen [CE], Susan Smith [CE, program analyst], Prasanna Reddy [ASSP director]

ATAC –

Examines issues related to administrative computing.  It has two faculty reps.  This is driven by Jean Fruth principally.

Membership:

Jean Fruth [IT, director, database], Don Gardner [CIO], Bruce Bowen [Enrollment Svcs, assoc. provost], Cherrie Nelson [HR, asst. director], Carol Rudin [dir, alumni], , Steve Nabor [Ass. VP Financial Services], Greg Nielson,  Scott Allen [CE, Vista administrator], Clayton Anderson [CE director, administrative support], Brian Shuppy [Institutional Research], Jim Hutchins [asst. provost], Debby Hansen [CE], Brady Clifford, Dave Taylor [IT-webmaster], Al Talbot [fac rep], Susan Mckay [fac rep]. 
IT Council – 

CIO Don Gardner drives this group.  Reviews status from and issues for the five major IT groups, Multimedia Services, and ARCC.  One faculty rep.
IT Council:

Don Gardner [cio], Doreen Davis [secretary], Jean Fruth [director, administrative computing (database)], Ted McGrath [manager, systems/network management], Shelly Belflower [new manager of Technology Services (support and multimedia)], Gail Niklason [CE -director of faculty support], Bob King [Assistant Manager of Multimedia Services], Alan Livingston [Director of Web Development], Barbara LeDuc [Manager of Telecommunications], David Ferro [chair, ARCC]

ARCC –

Driven by faculty senate elected chair of arcc.  Currently the chair sits on numerous committees.  Committee aims to appraise faculty of information technology decisions happening on campus, represent faculty and students in IT discussions, and fund various IT projects.  Many staff and faculty reps.  Meets principally in the spring as a group.  Most issues handled by sub-committee and email.
Fac reps:

David FERRO [chair], Daniel BEDFORD [asst. chair, SBS rep], Jack RASMUSSEN [dean, education], John SOHL [science rep], Shirley LEALI [edu. Rep], Scott SENJO [SBS rep], Kathy PAYNE [library rep], Robert Hilton [COAST rep], Eric Swedin [Business rep], Becky Johns[executive committee liason], Scott Rogers [Arts&Humanities rep], John Armstrong [chair of IT USERS, science rep], Kraig Chugg[Health rep]

Staff reps:

Luke Fernandez [CE, asst manager of program and tech development], Bob King [Assistant Manager of Multimedia Services], Clayton Oyler [Student Lab management, ASSP rep], Gail Niklason [Dir. of Online Education],Ted McGrath [manager, systems/network management], Jennifer Taylor [administrator, IT]
Student reps:

Thomas Sconiers, Amitonu Amosa

IT Users Group –

A subcommittee of ARCC.  Chaired by John Armstrong.  This group is designed to create forums for faculty and staff to discuss issues in IT in a productive way.  There is a website and listserv attached to this group.  Currently, there are over 50 members, both faculty and staff.  This group is also involved in IT Open Forum meetings that occur twice/semester.
State of IT Advisors –

This is an ad hoc group led by the chair of ARCC and created at the president’s request.  The purpose is to investigate the state of IT at WSU by interview, document review, and discussion.  It has an IT industry advisor as well.
IT Open Forum - 
This is open to all and co-managed by IT, CE, and ARCC.  Current MC is chair of ARCC.  It is designed to allow anyone to come and discuss IT issues with ARCC, IT Users Group, IT and CE staff available.  Meetings occur twice/semester.

The following two pages detail the hierarchy of IT and CE.
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